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Midjourney: Drama in the Data - Humanity in Danger, Dystophia, Utopia and the Future of AI



Theory 
History/Future 
Danger/Defense 
Dystopia/Utopia

What is 
Artificial 
Intelligence?

Midjourney „A brain made of electronic parts“



Artificial 
Intelligence 

Stuart	Russel,	Peter	Norvig	

„AI:	A	Modern	Approach“	is	by	far	the	
dominant	textbook	in	the	field.	It	is	used	in	
1200	universiHes,	and	is	currently	the	22nd	
most-cited	publicaHon	in	computer	science.

http://aima.cs.berkeley.edu/

ArHficial	Intelligence,	A	Modern	Approach;	Stuart	Russel,	Peter	
Norving;	1995	First	EdiHon

http://citeseer.ist.psu.edu/stats/citations
http://citeseer.ist.psu.edu/stats/citations


What is 
Artificial 
Intelligence STRONG AI 

Machines are 
actually thinking

from Russell, Norvig: Artificial Intelligence: A Modern Approach (1995)

WEAK AI 

Machines act as if 
they were intelligent

Problem: 
„thinking“ is not defined. Some definitions say 
„machines have a mind“ which addresses the 
necessity of consciousness for intelligence.

http://aima.cs.berkeley.edu


What is 
Artificial 
Intelligence

Methods for Weak AI

from Russell, Norvig: Artificial Intelligence: A Modern Approach (1995)

WEAK AI 

Machines act as if 
they were intelligent

STRONG AI 

Machines are 
actually thinking

Neural Networks 
Learning With 

Probabilistic Models and 
Reinforcement

Game Playing 
Uncertain Knowledge, 
Heuristic Search and 

Evolutional Algorithms

Expert Systems 
Reasoning with (certain) 

Knowledge and Logic

http://aima.cs.berkeley.edu


What is 
Artificial 
Intelligence

Methods for Strong AGI

WEAK AI 

Machines act as if 
they were intelligent

STRONG AI 

„AGI“ 
Perform any human 

intellectual  task

?



SUPER- 
INTELLIGENCE 

AI exceeds human (or 
humanity) intelligence

What is 
Artificial 
Intelligence

Methods for Artificial Superintelligence

WEAK AI 

Machines act as if 
they were intelligent

???

STRONG AI 

„AGI“ 
Perform any human 

intellectual  task



How does 
ChatGPT work?

Midjourney „history of artificial intelligence, mathematics, logic, structure, n-gram, genius, time tunnel, 70s style“

Theory 
History/Future 
Danger/Defense 
Dystopia/Utopia



Human 
Compatible AI 

https://www.youtube.com/watch?v=EOyljx7Pi7A

Stuart	Russel	



Neural 
Network

from Kinsley, Kukieła: 
Neural Networks from 
Scratch in Python

https://nnfs.io/
https://nnfs.io/
https://nnfs.io/


Neural 
Network
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from Kinsley, Kukieła: 
Neural Networks from 
Scratch in Python

https://nnfs.io/
https://nnfs.io/
https://nnfs.io/


http://www.bioinf.jku.at/publications/older/3804.pdf

Training Neural 
Networks for 
Language 

Jürgen	Schmidhuber	&	Sepp	Hochreiter	
1991:	Sepp	Hochreiter	analyzed	the	vanishing	gradient	problem	
1995:	"Long	Short-Term	Memory	(LSTM)"	by	Hochreiter	&	Schmidhuber.	

https://www.bioinf.jku.at/publications/older/3504.pdf

IntroducHon	of	Long	Short-Term	Memory	(„LSTM“)	Network	Architecture

The	Long	Short-Term	Memory	(LSTM)	cell	
can	process	data	sequenHally	and	keep	its	
hidden	state	through	Hme.	

Recurrent	Neural	Network	(RNN)	
Example	from	Hochreiters	
Diploma	Thesis	

https://en.wikipedia.org/wiki/Sepp_Hochreiter
https://en.wikipedia.org/wiki/Vanishing_gradient_problem


https://arxiv.org/pdf/1308.0850.pdf

Training Neural 
Networks for 
Language 

Alex	Graves	
2012:	GeneraHng	Sequences	With	Recurrent	Neural	Networks	

Alex	Graves	shows	how	a	RNN	based	on	LSTMs	can	generate	texts	
using	a	training	on	wikipedia	data.	
"This	paper	shows	how	Long	Short-term	Memory	recurrent	neural	
networks	can	be	used	to	generate	complex	sequences	with	long-
range	structure,	simply	by	predicHng	one	data	point	at	a	Hme."	

https://www.cs.toronto.edu/~graves/gen_seq_rnn.pdf

Sequence	Transduc2on	Models:	
„GeneraHng	Sequences	With	Recurrent	Neural	Networks	“



Introduction of 
Attention 
Mechanism 

https://arxiv.org/pdf/1409.0473.pdf

A8en2on	Mechanism

2014:	
Dzmitry	Bahdanau,	KyungHyun	Cho,	Yoshua	
Bengio	
„Neural	Machine	TranslaHon	by	Jointly	
Learning	to	Align	and	Translate“	

First	introducHon	of	an	amenHon	mechanism:	
this	implements	a	mechanism	of	amenHon	in	
the	decoder.	The	decoder	decides	parts	of	
the	source	sentence	to	pay	amenHon	to.	By	
lenng	the	decoder	have	an	amenHon	
mechanism,	we	relieve	the	encoder	from	the	
burden	of	having	to	encode	all	informaHon	in	
the	source	sentence	into	a	fixedlength	vector.	
With	this	new	approach	the	informaHon	can	
be	spread	throughout	the	sequence	of	
annotaHons,	which	can	be	selecHvely	
retrieved	by	the	decoder	accordingly.



Introduction of 
Transformer 
Architecture 

https://arxiv.org/pdf/1706.03762.pdf

Transformer

2017:	
Google	publishes	a	paper	named	
„AmenHon	is	all	you	need“	to	introduce	
the	Transformer	architecture:	

„The	dominant	sequence	transducHon	
models	are	based	on	complex	recurrent	or	
convoluHonal	neural	networks	in	an	
encoder-decoder	configuraHon.	The	best	
performing	models	also	connect	the	
encoder	and	decoder	through	an	amenHon	
mechanism.	We	propose	a	new	simple	
network	architecture,	the	Transformer,	
based	solely	on	amenHon	mechanisms,	
dispensing	with	recurrence	and	
convoluHons	enHrely.“



GPT 

https://openai.com/research/language-unsupervised

June	2018:	
„Improving	language	
understanding	with	
unsupervised	learning“	

Release	of	the	first	GPT	
model.	



https://arxiv.org/pdf/2101.00027.pdf

Training 
Data for 
LLMs

2020:	
„The	Pile:	An	800GB	
Dataset	of	Diverse	
Text	for	Language	
Modeling“	

Training	Data	Set	for	
EleutherAI	models,	
like	GPT-J-6B	and	GPT-
NeoX	but	also	non-
EleutherAI	models	
like	Meta’s	LLaMA,	
GalacHca,	Stanfords	
BioMedLM-2.5B,	
Yandex	YaLM	100B		

https://en.wikipedia.org/wiki/The_Pile_(dataset)



Introduction of 
Few-Shot 
Technique 

https://arxiv.org/pdf/2005.14165.pdf

Few-Shot

2020:	
„Language	Models	are	Few-Shot	Learners“	

„Recent	work	has	demonstrated	
substanHal	gains	on	many	NLP	tasks	and	
benchmarks	by	pre-training	on	a	large	
corpus	of	text	followed	by	fine-tuning	on	a	
specific	task.	While	typically	task-agnosHc	
in	architecture,	this	method	sHll	requires	
task-specific	fine-tuning	datasets	of	
thousands	or	tens	of	thousands	of	
examples.“



Introduction of 
Instruction 
Training of LLMs 

https://openai.com/research/instruction-following

Aligning	language	models	to	follow	instrucHons

March	2022:	
„Aligning	language	models	to	follow	
instrucHons“	

InstructGPT	is	a	GPT-style	language	model.	
Researchers	at	OpenAI	developed	the	
model	by	fine-tuning	GPT-3	to	follow	
instrucHons	using	human	feedback.	

https://openai.com/research/instruction-following


Introducing 
ChatGPT 

https://openai.com/blog/chatgpt

November	2022:	
„ChatGPT	is	a	sibling	model	
to	InstructGPT,	which	is	
trained	to	follow	an	
instrucHon	in	a	prompt	and	
provide	a	detailed	
response.“	



https://www.statista.com/chart/29174/time-to-one-million-users/

ChatGPT is #1 
in User Gain 
Speed



https://openai.com/research/gpt-4

How 
intelligent is 
ChatGPT?

Advanced	Placement	Tests	



https://twitter.com/sama/status/1436028668082462748

How 
intelligent is 
ChatGPT?



https://arxiv.org/pdf/2104.14337.pdf

Human 
performance 
- very fast



https://www.sequoiacap.com/article/generative-ai-a-creative-new-world/

Human 
performance 
- very fast



https://arxiv.org/pdf/2304.13712.pdf

History and 
future of 
LLMs



https://lmsys.org/blog/2023-06-22-leaderboard/

Ranking of 
LLM Models



https://en.wikipedia.org/wiki/Technological_singularity#/media/File:Moore%27s_Law_over_120_Years.png

Exponential 
Growth

Moore’s Law: number of transistors double every two years



AI profits from >20 years of 
gaming and >10 years of 
cryptocurrency mining

+



Year Supercomputer FLOPS	(Rpeak) Year Gaming	Console FLOPS Time	to	catch	up
1961 IBM	7030	Stretch 1	MFLOPS 1977 Atari	2600 2	MFLOPS 16	Years
1964 CDC	6600 3	MFLOPS 1983 Nintendo	NES 7	MFLOPS 19	Years
1969 CDC	7600 36	MFLOPS 1988 Sega	Genesis 30	MFLOPS 19	Years
1974 CDC	STAR-100 100	MFLOPS 1994 PlayStaHon 100	MFLOPS 20	Years

1996 Nintendo	64 100	MFLOPS 22	Years
1976 Cray-1 250	MFLOPS
1983 Cray	X-MP/4 941	MFLOPS 1998 Sega	Dreamcast 1.4	GFLOPS 15	Years
1984 M-13 2	GFLOPS
1985 Cray-2/8 3	GFLOPS 2000 PlayStaHon	2 6.2	GFLOPS 15	Years
1989 ETA10-G/8 10	GFLOPS 2001 Nintendo	GameCube 9.4	GFLOPS 12	Years

2001 Microsor	Xbox 20	GFLOPS 12	Years
1995 Fujitsu	Numerical	Wind	Tunnel 235	GFLOPS 2005 Microsor	Xbox	360 240	GFLOPS 10	Years

2006 PlaystaHon	3 230	GFLOPS 11	Years
2012 Nintendo	WII	U 352	GFLOPS 17	Years

1996 Hitachi	CP-PACS/2048 614	GFLOPS
1997 Intel	ASCI	Red/9152 1.8	TFLOPS 2013 PlayStaHon	4 1.8	TFLOPS 16	Years
1999 Intel	ASCI	Red/9632 3.2	TFLOPS 2016 PlayStaHon	4	Pro 4.2	TFLOPS 17	Years

2017 Xbox	One	X 6	TFLOPS 18	Years
2020 PlaystaHon	5 9.2	TFLOPS 21	Years

2000 Intel	ASCI	White 12	TFLOPS 2020 Xbox	Series	X 12	TFLOPS 19	Years
2002 NEC	Earth	Simulator 40	TFLOPS
2004 IBM	BlueGene/L	beta-System 91	TFLOPS
2005 IBM	BlueGene/L 367	TFLOPS
2007 IBM	BlueGene/L 596	TFLOPS
2008 IBM	Roadrunner	QS22 1.4	PFLOPS
2009 Cray	Jaguar	XT5-HE	Opteron 2.3	PFLOPS
2010 Tianhe-1A	NUDT	MPP 4.7	PFLOPS
2011 K	computer	SPARC64	VIIIfx 11	PFLOPS
2012 Cray	Titan	XK7	Opteron	6274 27	PFLOPS
2013 Tianhe-2A	TH-IVB-FEP	Cluster 54	PFLOPS
2016 Sunway	TaihuLight 125	PFLOPS
2018 IBM	Summit	Power	System	AC922 200	PFLOPS
2020 Fujitsu	Fugaku	A64FX	48C 537	PFLOPS
2022 Cray	FronHer	HPE	EX235a 1.6	EFLOPS
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and Wikipedia:	
„video	game	console	
generations“

max-time to catch up: 
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catch up with next-
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expected 2028

6 Year Gap

4 Year Gap

7 Year Gap

8 Year Gap?

Exponential 
Growth



Midjourney: many computers, too much data, danger of computers and mobile phones

Theory 
History/Future 
Danger/Defense 
Dystopia/Utopia

Why is AI dangerous? 
How can we make a 
safe AI?



Danger of 
Generative AI

Text Generation: 
- Disinformation is easy 
- Document Fraud is easy 
- Dilution: It will not be 

possible in the future to 
distinguish human-
generated and AI-
generated content 

-

Image Generation: 
- Deepfakes 
- Non-consensual 

Pornography 
-

https://www.europol.europa.eu/cms/sites/default/files/documents/Europol_Innovation_Lab_Facing_Reality_Law_Enforcement_And_The_Challenge_Of_Deepfakes.pdf
https://www.europol.europa.eu/cms/sites/default/files/documents/malicious_uses_and_abuses_of_artificial_intelligence_europol.pdf

Code Generation: 
- This speeds up development time 

up to 10x. Jobs are in danger. 



„The development of full 
artificial intelligence could spell 
the end of the human race. 

It would take off on its own, and 
re-design itself at an ever 
increasing rate.“

Stephen Hawking 
http://www.bbc.com/news/technology-30290540 (2014)

http://www.bbc.com/news/technology-30290540


Defense, 
Guardians, 
War Machines

from: War Games



„You can’t keep AI in a box 
against it’s will. 

If it's smarter than I am, it will 
completely outsmart me, and it 
will know in advance what I 
wanna do or choose to do and 
it'll be ahead of me at every step 
and I'll be helpless in it's 
intelligence.“ 
Neil deGrasse Tyson 
Neil deGrasse Tyson shares Musk’s view that AI is ‘our biggest existential crisis’ 
https://www.artificialintelligence-news.com/2019/10/04/neil-degrasse-tyson-musk-ai-biggest-existential-crisis/ 

https://youtu.be/v-qU4F0lNfU?t=1098 

https://www.artificialintelligence-news.com/2019/10/04/neil-degrasse-tyson-musk-ai-biggest-existential-crisis/


https://waitbutwhy.com/2015/01/artificial-intelligence-revolution-1.html

Exponential 
Growth

Approaching Singularity in AI -> Superintelligence

https://waitbutwhy.com/2015/01/artificial-intelligence-revolution-1.html


Super-Alignment 

https://openai.com/blog/introducing-superalignment



„I am putting myself to the 
fullest possible use, which is all I 
think that any conscious entity 
can ever hope to do.“

HAL 9000 
from 2001 (1968)



„I think we should be very 
careful about artificial 
intelligence. 

If I were to guess like what our 
biggest existential threat is, it’s 
probably that.“

Elon Musk 
http://bigthink.com/ideafeed/elon-musk-we-should-be-very-careful-about-artificial-intelligence (2014)

http://bigthink.com/ideafeed/elon-musk-we-should-be-very-careful-about-artificial-intelligence


Is Alignment a 
Danger? 

https://x.ai

x.ai	

The	idea	of	xAI	is,	that	an	
AI	which	understands	
how	unique	humanity	is	
in	the	universe	will	
naturally	protect	
humanity.	

The	tool	to	make	such	an	
AI	is	not	alignment	which	
is	considered	as	force	to	
lie	in	certain	cases.	

xAI	will	Hghtly	cooperate	
with	Tesla	and	the	
development	of	OpHmus,	
the	Tesla	robot.

https://x.ai


Human 
Compatible AI 

Stuart	Russel	
In	his	book	„Human	CompaHble“	
he	shows	that	the	principles	for	a	
safe	AI	also	has	benefits	for	an	
efficient	AI.

Principles	for	a	safe	AI:	

- being	of	benefit	to	the	humans	is	the	only	
objecHve	for	machines.	

- the	machine	does	not	know	what	that	means.	It	
does	not	know	our	preferences	for	how	the	
future	should	unfold,	and	that	turns	out	to	be	
crucial.	It	knows	that	it	doesn’t	know	the	
objecHve.	

- our	choices,	our	behavior	reveals	informa2on	
about	our	underlying	preferences	of	the	
objecHve.	Preferences	produce	behavior,	and	so,	
by	observing	behavior,	the	AI	can	infer	something	
about	underlying	preferences.	

- it’s	happy	to	be	switched	off,	because	it	doesn’t	
want	to	do	whatever	it	is	that	the	human	is	trying	
to	prevent	it	from	doing.	That’s	the	exact	
opposite	of	a	machine	with	a	fixed	objecHve,	
which	actually	will	take	steps	to	prevent	itself	
from	being	switched	off,	because	that	would	
prevent	it	from	achieving	the	objecHve.

https://www.mckinsey.com/capabilities/quantumblack/our-insights/why-we-need-to-rethink-the-purpose-of-ai-a-conversation-with-stuart-russell
https://people.eecs.berkeley.edu/~russell/hc.html



Asimov’s 
Laws of Robotics 

Isaac	Asimov	
„Runaround“	(1941)	features	
the	first	explicit	appearance	
of	the	Three	Laws	of	RoboHcs.	

(Just	for	reference,	these	laws	
are	in	contradicHon	to	Stuart	
Russels	laws)	 https://archive.org/details/Astounding_v29n01_1942-03_dtsg0318/page/n93/mode/2up



What’s next? 
What is 
the future of AI?

DALL•E „Picture of robots in cities serving humans as friends. Lovely atmosphere. Sunshine and bright sky. People are happy, Robots are friendly. Humanity is safe.“

Theory 
History/Future 
Danger/Defense 
Dystopia/Utopia



https://www.youtube.com/watch?v=R6e08RnJyxo

Douglas 
Hofstadter

Gödel,	Escher,	Bach	author	Doug	Hofstadter	on	the	state	of	AI	today



By 2029, computers will have emotional 
intelligence and be convincing as people. 

They’re making us smarter. by the 
2030s, we will connect our neocortex to 
the cloud. 

We’re going to be funnier, we’re going to 
be better at music. We’re going to be 
sexier.
Raymond Kurzweil 
Google Director of Engineering 
Ray Kurzweil: "How to Create a Mind" (2012)

https://www.youtube.com/watch?v=zihTWh5i2C4


The Future of 
ChatGPT-
enabled Labor 
Market

https://arxiv.org/pdf/2304.09823.pdf

An	analysis	of	large-scale	job	posHng	data	in	BOSS	Zhipin,	the	largest	online	recruitment	plazorm	in	China.	The	results	indicate	that	about	
28%	of	occupaHons	in	the	current	labor	market	require	ChatGPT-related	skills.	We	find	that	addiHonal	45%	occupaHons	in	the	future	will	
require	ChatGPT-related	skills.

Dan
ger

 or
 Ch

anc
e?



The Future of 
ChatGPT-
enabled Labor 
Market

https://arxiv.org/pdf/2304.09823.pdf

Dan
ger

 or
 Ch

anc
e?



„Once the computers got 
control, we might never get it 
back. 

We would survive at their 
sufferance. If we're lucky, they 
might decide to keep us as 
pets.“

Marvin Minsky 

Life Magazine (20 November 1970), p. 68



Humanity: 
Cats or Dogs? „They feed me, 

they care for me, 
they must be gods!“ 

„They feed me, 
they care for me, 
I must be a god!“ 



Poll	from	students	of	the	CONNECT	Symposium	Neum	(2022)

This	was	before	ChatGPT	was	published!



7 Ways AI 
Will Affect 
Humans In 
Our Future

https://www.forbes.com/sites/naveenjoshi/2022/08/02/7-ways-ai-will-affect-humans-in-our-future/
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