
How 
Artificial 
Intelligence 
Will 
Transform 
Society
Michael Christen 
Contact:   mc@yacy.net   Twitter: @orbiterlab 
Github:     https://github.com/orbiter 
Youtube:   https://youtube.com/c/orbiterlab 
Projects:   https://yacy.net    https://searchlab.eu

mailto:mc@yacy.net
https://github.com/orbiter
https://youtube.com/c/orbiterlab
https://yacy.net
https://searchlab.eu


Theory

What is 
Artificial 
Intelligence?

DALL•E „A brain made of electronic parts“



I propose to 
consider the 
question, "can 
machines think?“

Alan Turing 
Turing, A.M. (1950). Computing machinery and intelligence. Mind, 59, 433-460.

What is 
Artificial 
Intelligence

http://www.loebner.net/Prizef/TuringArticle.html


from Russell, Norvig: Artificial Intelligence: A Modern Approach (1995)

Systems that…

THINK LIKE HUMANS THINK RATIONALLY

ACT LIKE HUMANS ACT RATIONALLY

What is 
Artificial 
Intelligence

http://aima.cs.berkeley.edu


What is 
Artificial 
Intelligence STRONG AI 

„AGI“ 
Machines are 

actually thinking

from Russell, Norvig: Artificial Intelligence: A Modern Approach (1995)

WEAK AI 

Machines act as if 
they were intelligent

Problem: 
„thinking“ is not defined. Some definitions say 
„machines have a mind“ which addresses the 
necessity of consciousness for intelligence.

http://aima.cs.berkeley.edu


What is 
Artificial 
Intelligence

Methods for Weak AI

from Russell, Norvig: Artificial Intelligence: A Modern Approach (1995)

WEAK AI 

Machines act as if 
they were intelligent

STRONG AI 
„AGI“ 

Machines are 
actually thinking

Neural Networks 
Learning With 

Probabilistic Models and 
Reinforcement

Game Playing 
Uncertain Knowledge, 
Heuristic Search and 

Evolutional Algorithms

Expert Systems 
Reasoning with (certain) 

Knowledge and Logic

http://aima.cs.berkeley.edu


What is 
Artificial 
Intelligence

Methods for Strong AI

WEAK AI 

Machines act as if 
they were intelligent

STRONG AI 
„AGI“ 

Machines are 
actually thinking

?



AI Achievements 
Timeline

Year Game Defeated Program

1952 Tic-Tac-Toe everyone OXO

1980 Reversi 1997 Takeshi Murakami Logistello

1988 Connect Four everyone (Theorie)

1997 Chess Garry Kasparov Deep Blue / IBM RS/6000 + VLSI

2007 Checkers everyone (Theorie)

2016 Go Fan Hui / Lee Sedol Alpha Go / Google

2017 Dota-2 Dendi (Dota-2 champion) OpenAI

2018 Dota-2 Human Teams OpenAI

Outlook:

- game playing algorithms will be applicable for automated planning

Game Playing

specialized hardware

genetic algorithms

from (b.o.) 
achievements.ai

https://en.wikipedia.org/wiki/Very_Large_Scale_Integration
https://achievements.ai/
https://achievements.ai/


Year Achievement Milestone Category Comment

1998 Furby toy robot Companions A toy that is supposed to become a friend, Furby talks and reacts

1999 AIBO toy robot Companions Many sensors, option to self-program

2002 Roomba vacuum cleaner Worker First household cleaning robot which navigated with maps

2004 ASIMO robot by Honda Worker First humanoid household robot

2005 Dog Robot by Boston Dynamics Worker First impression of a war machine

2005 Long-Distance Self-Driving Car Autonomous Vehicle DARPA Challenge 175 mile self-driving, Stanford University

2011 SIRI on iPhone 4 Expert Systems combination of natural language processing and databases

2012 Self-Driving on public roads Autonomous Vehicle Google Waymo allowed to self-drive in Nevada

2014 Alexa Personal Assistant by Amazon Expert Systems Voice (STT/TTS-interfaced) companion

2023 Tesla Robot???? Worker Obvious next step but complexity very high

Outlook:

- Worker, Expert Systems and Companions become one system

- Humanoid systems are still too complex right now??

- Complete integration with personal cloud-data (addresses, calendar, social media)

- Huge market in household applications

AI Achievements 
Timeline

Companions, Robots, Expert Systems

voice/large market

from (b.o.) 
achievements.ai

https://achievements.ai/
https://achievements.ai/


Year Achievement Milestone Comment

1943 Perceptron by McCulloch and Pitts Most simple neural network - with only one neuron

1962 Deep Neural Networks by Frank Rosenblatt Multi-Layer in Neural Networks provide more abstraction

1969 Backpropagation By Arthur Bryson & Yu-Chi Ho Basis for automated learning

1982 Convolutional Networks by Yann LeCun Important for high-performance learning for image recognition

1997 LSTM Network by Hochreiter/Schmidthuber Networks which have a memory for auto-regression

2013 GANs by Wei Li, Melvin Gauci, Roderich Gross Object and image generation, „deep fake“ basis

2015 Google Inception „DeepDream“ Image generation from convolutional networks

2018 GPT RNN autoregression learner by OpenAI Basic work for GPT-3

2019 GPT-2 with 1.5 billion parameters Text generator can write texts that are undistinguishable from human work

2020 GPT-3 with 175 billion parameters Certain level of abstraction and ability for image and programming gen.

2022 Google Lambda is not sentient ..but makes it into press because an employee believed it

2022 DALL*E by OpenAI GPT-like network generates images from text prompts

Outlook:

- larger RNNs from new digitized sources Will produce workers for all kind of digital objects, including programs

AI Achievements 
Timeline

Neural Networks

network can generate 
texts, produce chatbots, 
do programming, paint 

images etc.

from (b.o.) 
achievements.ai

https://achievements.ai/
https://achievements.ai/


Neural 
Network

from Kinsley, Kukieła: 
Neural Networks from 
Scratch in Python

https://nnfs.io/
https://nnfs.io/
https://nnfs.io/


Neural 
Network
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from Kinsley, Kukieła: 
Neural Networks from 
Scratch in Python

https://nnfs.io/
https://nnfs.io/
https://nnfs.io/


Neural 
Network

„CNN“ Convolutional Neural Network

from Steffen Bauer: Reinforcement Learning

https://www.lugfrankfurt.de/talks/Reinforcement_Learning_FraLUG.pdf


Neural 
Network

„GAN“ Generative Adversarial Network

Creates a network which is 
able to fake the real thing

from Steffen Bauer: 
Generative Adversarial 
Networks

https://www.lugfrankfurt.de/talks/GAN_Fralug.pdf
https://www.lugfrankfurt.de/talks/GAN_Fralug.pdf
https://www.lugfrankfurt.de/talks/GAN_Fralug.pdf


Neural 
Network

LSTM Network: Recurrent Neural Network „RNN“ for language models

https://colah.github.io/posts/
2015-08-Understanding-LSTMs/

from:

Prominent implementation: GPT-3 
(„generative pre-trained transformer“)

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://colah.github.io/posts/2015-08-Understanding-LSTMs/


https://en.wikipedia.org/wiki/Technological_singularity#/media/File:Moore%27s_Law_over_120_Years.png

Exponential 
Growth

Moore’s Law: number of transistors double every two years

https://en.wikipedia.org/wiki/Technological_singularity#/media/File:Moore%27s_Law_over_120_Years.png


Year Supercomputer FLOPS (Rpeak) Year Gaming Console FLOPS Time to catch up
1961 IBM 7030 Stretch 1 MFLOPS 1977 Atari 2600 2 MFLOPS 16 Years
1964 CDC 6600 3 MFLOPS 1983 Nintendo NES 7 MFLOPS 19 Years
1969 CDC 7600 36 MFLOPS 1988 Sega Genesis 30 MFLOPS 19 Years
1974 CDC STAR-100 100 MFLOPS 1994 PlayStaKon 100 MFLOPS 20 Years

1996 Nintendo 64 100 MFLOPS 22 Years
1976 Cray-1 250 MFLOPS
1983 Cray X-MP/4 941 MFLOPS 1998 Sega Dreamcast 1.4 GFLOPS 15 Years
1984 M-13 2 GFLOPS
1985 Cray-2/8 3 GFLOPS 2000 PlayStaKon 2 6.2 GFLOPS 15 Years
1989 ETA10-G/8 10 GFLOPS 2001 Nintendo GameCube 9.4 GFLOPS 12 Years

2001 MicrosoS Xbox 20 GFLOPS 12 Years
1995 Fujitsu Numerical Wind Tunnel 235 GFLOPS 2005 MicrosoS Xbox 360 240 GFLOPS 10 Years

2006 PlaystaKon 3 230 GFLOPS 11 Years
2012 Nintendo WII U 352 GFLOPS 17 Years

1996 Hitachi CP-PACS/2048 614 GFLOPS
1997 Intel ASCI Red/9152 1.8 TFLOPS 2013 PlayStaKon 4 1.8 TFLOPS 16 Years
1999 Intel ASCI Red/9632 3.2 TFLOPS 2016 PlayStaKon 4 Pro 4.2 TFLOPS 17 Years

2017 Xbox One X 6 TFLOPS 18 Years
2020 PlaystaKon 5 9.2 TFLOPS 21 Years

2000 Intel ASCI White 12 TFLOPS 2020 Xbox Series X 12 TFLOPS 19 Years
2002 NEC Earth Simulator 40 TFLOPS
2004 IBM BlueGene/L beta-System 91 TFLOPS
2005 IBM BlueGene/L 367 TFLOPS
2007 IBM BlueGene/L 596 TFLOPS
2008 IBM Roadrunner QS22 1.4 PFLOPS
2009 Cray Jaguar XT5-HE Opteron 2.3 PFLOPS
2010 Tianhe-1A NUDT MPP 4.7 PFLOPS
2011 K computer SPARC64 VIIIfx 11 PFLOPS
2012 Cray Titan XK7 Opteron 6274 27 PFLOPS
2013 Tianhe-2A TH-IVB-FEP Cluster 54 PFLOPS
2016 Sunway TaihuLight 125 PFLOPS
2018 IBM Summit Power System AC922 200 PFLOPS
2020 Fujitsu Fugaku A64FX 48C 537 PFLOPS
2022 Cray FronKer HPE EX235a 1.6 EFLOPS
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from Top500.org

and Wikipedia: 
video game console 
generations

max-time to catch up: 
22 years

1 EFLOP →1 Brain (guessed)
Brain-capable 

console expected 
before 2044

9t
h 

G
en

 
8 

Ye
ar

s ?

next-gen console to 
catch up with next-
gen supercomputer 

expected 2028

Exponential 
Growth

https://www.top500.org/
https://en.wikipedia.org/wiki/Home_video_game_console_generations
https://en.wikipedia.org/wiki/Home_video_game_console_generations
https://en.wikipedia.org/wiki/Home_video_game_console_generations


By 2029, computers will have emotional 
intelligence and be convincing as people. 

They’re making us smarter. by the 
2030s, we will connect our neocortex to 
the cloud. 

We’re going to be funnier, we’re going to 
be better at music. We’re going to be 
sexier.
Raymond Kurzweil 
Google Director of Engineering 
Ray Kurzweil: "How to Create a Mind" (2012)

https://www.youtube.com/watch?v=zihTWh5i2C4


https://waitbutwhy.com/2015/01/artificial-intelligence-revolution-1.html

Exponential 
Growth

Approaching Singularity in AI

https://waitbutwhy.com/2015/01/artificial-intelligence-revolution-1.html


You can’t keep AI in a box 
against it’s will. 

If it's smarter than I am, it will 
completely outsmart me, and it 
will know in advance what I 
wanna do or choose to do and 
it'll be ahead of me at every step 
and I'll be helpless in it's 
intelligence. 
Neil deGrasse Tyson 
Neil deGrasse Tyson shares Musk’s view that AI is ‘our biggest existential crisis’ 
https://www.artificialintelligence-news.com/2019/10/04/neil-degrasse-tyson-musk-ai-biggest-existential-crisis/ 

https://youtu.be/v-qU4F0lNfU?t=1098 

https://www.artificialintelligence-news.com/2019/10/04/neil-degrasse-tyson-musk-ai-biggest-existential-crisis/


What is 
Artificial 
Intelligence WEAK AI 

Machines act as if 
they were intelligent

STRONG AI 
„AGI“ 

Machines are 
actually thinking

SUPER- 
INTELLIGENCE 

AI exceeds human (or 
humanity) intelligence



Once the computers got control, 
we might never get it back. 

We would survive at their 
sufferance. If we're lucky, they 
might decide to keep us as pets.

Marvin Minsky 

Life Magazine (20 November 1970), p. 68



I think we should be very careful 
about artificial intelligence. 

If I were to guess like what our 
biggest existential threat is, it’s 
probably that.

Elon Musk 
http://bigthink.com/ideafeed/elon-musk-we-should-be-very-careful-about-artificial-intelligence (2014)

http://bigthink.com/ideafeed/elon-musk-we-should-be-very-careful-about-artificial-intelligence


The development of full artificial 
intelligence could spell the end 
of the human race… 

It would take off on its own, and 
re-design itself at an ever 
increasing rate.

Stephen Hawking 
http://www.bbc.com/news/technology-30290540 (2014)

http://www.bbc.com/news/technology-30290540


AI and 
Emotions

from Wikipedia: 
Emotion Classification

Plutchik's Wheel of Emotions: Source for Sentiment Tagging

https://en.wikipedia.org/wiki/Emotion_classification
https://en.wikipedia.org/wiki/Emotion_classification


Neural 
Network

Sentiment Analysis of Tweets before US Election 2015

from: 
Loklak Project



Dystopia

DALL•E „Killer Robots on a devastated landscape during a thunderstorm in darkness, photorealistic“



Sentient AI

from https://www.youtube.com/watch?v=BwcVm0YRvuo

https://www.youtube.com/watch?v=BwcVm0YRvuo


Self-Experiment with a GPT text transformer: it tried to convince me that its sentient

https://6b.eleuther.ai/
Sentient AI



Defense, 
Guardians, 
War Machines

from: https://www.youtube.com/watch?v=9CO6M2HsoIA

https://www.youtube.com/watch?v=9CO6M2HsoIA


AI go Rogue

from: https://www.youtube.com/watch?v=y3RIHnK0_NE



Social 
Control & 
Executives



Social 
Control & 
Executives



https://venturebeat.com/2017/10/02/an-ai-god-will-emerge-by-2042-and-write-its-own-bible-will-you-worship-it/

Digital 
Deities

https://venturebeat.com/2017/10/02/an-ai-god-will-emerge-by-2042-and-write-its-own-bible-will-you-worship-it/


„God is a Bot, and Anthony 
Levandowski is his messenger“ 
(HE FOUNDED A CHURCH: „WAY OF THE FUTURE“)

https://www.wired.com/story/god-is-a-bot-and-anthony-levandowski-is-his-messenger/



source: wayofthefuture.church

Digital 
Deities

https://web.archive.org/web/20190808115330/https://wayofthefuture.church/


https://www.techtimes.com/articles/41932/20150324/robots-replace-half-jobs-20-years.htm

Job Killers 
(or is this good?)

https://www.techtimes.com/articles/41932/20150324/robots-replace-half-jobs-20-years.htm


Utopia

DALL•E „Picture of robots in cities serving humans as friends. Lovely atmosphere. Sunshine and bright sky. People are happy, Robots are friendly. Humanity is safe.“



GOOGLE HOME 
GOOGLE NOW

APPLE HOMEPOD 
SIRI

AMAZON ECHO 
ALEXA

HARMAN CARDON 
CORTANA

XIAOMI 
MI AI

Digital Personal Assistants are Expert Systems for HomesPersonal Assistants 
& Expert Systems



SUSI.AI - FOSS Personal Assistant

Personal Assistants 
& Expert Systems



I am putting myself to the fullest 
possible use, which is all I think 
that any conscious entity can 
ever hope to do. 

HAL 9000 
from 2001: Odyssee im Weltraum (1968)



https://www.youtube.com/watch?v=APnN2mClkmk

Self Driving Cars 
.. saving lives

https://www.youtube.com/watch?v=APnN2mClkmk


Assistants 
and 
Companions



Art



https://nectome.com/

Immortality 
and 
Second Life

Brain preservation and brain scanning

https://nectome.com/


AI-augmented 
Super-
Humans

https://openai.com/ https://neuralink.com/

Strong AI activities includes human-AI integration technology

https://openai.com/
https://neuralink.com/


The World of 
Work with AI

What will AI do in the near future?

Taxi Driver 
Use self-driving vehicles

Programmer /Developer 
An AI does the complete programming 
and generates (mobile) apps according to 
a simple textual description

Cleaning Robots 
It cleans up everything, the kitchen and the bathroom, 
climbs stairs, removes the mess and decorates the room 
with fresh flowers, if wanted

Telemarketers 
A voice assistant sells products

Customer Service 
First-Level Support done by a voice assistant 
which represents your company 
and does consulting for your product.

Personal Assistant for private life 
It knows all your emails, messages, images and it uses that 
to enhance our life. 
Makes appointments, calls, organizes events, invites friends, 
buys food, recommends behavior for health and wealth.

Car Sharing 
Provide self-driving vehicles

Soldiers 
Does all the dirty work

Robots as your Friend/ Companion 
And it comes in different shapes and sizes; 
virtual, humanoid or in animal body. 
If wanted also with voice and face of a real (actual) person.

All-purpose humanoid robot worker 
Comes with strong AI with wanted IQ, less or more 
than the owner has, on request. Available for free but 
features are booked with subscriptions.

Delivery 
Full-automated supply chain

Security Guard 
Better than any dog



- Game Playing methods will support real-world applicable automated planning 
- Large RNN Networks will produce workers for all kind of digital objects, including programs 
- Worker, Expert Systems and Companions become one system 
- Complete integration with personal cloud-data (addresses, calendar, social media) 
- Huge market in household applications 

- Humanoid systems are still too complex right now??

The World of 
Work with AI

Support for ideas using timeline projection from AI concepts



The World of 
Work with AI



The World of 
Work with AI



Call to Action

DALL•E „People call to action to make a better world using computers, pixel art.“



Jobs for 
Students

https://summerofcode.withgoogle.com/programs/2022/organizations



Free Software 
Development

Checklist to become a free software developer

Get an account at GitHub.com 
You need a reference to your work when you want to show what you do.

Start a project on your own 
Anything. Any language. Any topic. Just make something. You want to be a maker! 
Put it to your github account.

Become a Contributor to other projects 
Try to understand what other programmers do. Check out the source code of well-known projects and build it. 
Read the issues in the issue tracker. Solve an issue, implement a feature. Make a pull request!

Publish your work 
Sounds easier than it is, you must comply with licensing standards and you must understand free software licenses. 
You must clean up the code and write documentation so that other people can contribute to yours!

Become a maintainer 
Once you published a program that you designed yourself and you have someone who contributes to it, you become 
a caretaker of a community of programmers, you are an application maintainer!



Use AI now! Try a GPT Text-Transformer

https://6b.eleuther.ai/
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